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Abstract—In this paper, the weighted sum outage-rate maximization for time-invariant multiple-input multiple-output (MIMO) interference channels is considered. The cumulative distribution function (CDF) of outage events in MIMO interference channels is characterized under the assumption of Gaussian distribution for channel uncertainty. Based on the derived expression for the outage probability an iterative beam design algorithm for maximizing the weighted sum outage-rate under outage constraints is newly proposed. Numerical results show that the proposed algorithm shows good sum outage-rate performance.

I. INTRODUCTION

Interference management is a long-standing problem in wireless communications. There have been many interference managing schemes based on different approaches. Recently, interference alignment (IA) was proposed for multi-user interference channels, and it was shown that IA achieved maximum degrees of freedom at high signal-to-noise ratio (SNR) [1]. Since then there has been active research for IA and MIMO interference channels. While achievable degrees of freedom and feasibility of IA are characterized from information-theoretical perspectives [2], [3], there also have been extensive efforts in developing good beam design algorithms for MIMO interference channels from practical perspectives. Available beam design algorithms include the iterative interference alignment (IIA), max-SINR algorithm [4], sum-rate maximizing algorithms [5], [6] alternating maximization [7], iterative least squares algorithm [8] only to name a few. However, most of these works assume perfect channel state information at transmitters (CSIT) and receivers, and such an assumption is prohibitive in real wireless communication systems. Only partial or imperfect channel information such as channel mean and error covariance or channel estimate at certain time instance is available; perfect CSIT is usually unavailable in practical wireless communication systems due to channel estimation error, limited feedback, and other difficulties [9]. There are several works that consider the beam design problem for MIMO interference channels with imperfect CSIT [10], [11]. In [10], the authors considered a non-probabilistic channel error model in which the channel estimation error is characterized by a Frobenius norm constraint, and applied semi-definite relaxation to obtain optimal beams. In [11], on the other hand, the channel error is modelled as independent Gaussian random variable and beams are designed to minimize mean square error (MSE).

In this paper we consider the rate outage due to channel uncertainty† and the problem of sum outage-rate maximization in MIMO interference channels. This formulation is practically meaningful since an outage probability is assigned to each user and the supportable rate with the given outage probability is maximized in practical communication setups. Here, we assume that the transmitters have imperfect channel estimates and the channel estimation error or uncertainty is Gaussian distributed. Under the assumption, closed-form expressions for the exact cumulative distribution function (CDF) of outage for MIMO interference channels are derived for various setups, and an iterative beam design method for maximizing the weighted sum outage-rate is proposed based on the obtained outage probability expressions.

A. Notation

We will make use of standard notational conventions. Vectors and matrices are written in boldface with matrices in capitals. All vectors are column vectors. For matrix \( \mathbf{A} \), \( \mathbf{A}^H \) and \( \mathbf{A}(i,j) \) indicates the Hermitian transpose and the element of row \( i \) and column \( j \) of \( \mathbf{A} \), respectively. \( \mathbf{I}_n \) stands for the identity matrix of size \( n \). \( \text{vec} (\mathbf{A}) \) denotes the vector composed of the columns of \( \mathbf{A} \), and \( \text{diag}(d_1, \cdots, d_n) \) means a diagonal matrix with diagonal elements \( d_1, \cdots, d_n \). For vector \( \mathbf{a} \), \( \| \mathbf{a} \| \) represents the 2-norm of \( \mathbf{a} \). \( \mathbf{x} \sim \mathcal{N}(\mu, \Sigma) \) means that random vector \( \mathbf{x} \) is complex Gaussian distributed with mean \( \mu \) and covariance matrix \( \Sigma \). \( \mu \) means that the expectation and \( K = \{ 1, 2, \cdots, K \} \). \( |a_i|_{i \in \mathbf{A}} \) denotes a vector consisting of elements \( a_i, i \in \mathbf{A} \).

II. DATA MODEL AND PROBLEM FORMULATION

In this paper we consider a \( K \)-user time-invariant MIMO interference channel. Each transmitter is assumed to transmit \( d \) independent streams to the corresponding receiver. Due to the interference from other users, the received signal at receiver \( k \) at time \( t \) is given by

\[ \hat{y}_k(t) = \sum_{i=1}^{K} h_{ki}(t) x_i(t) + n_k(t) \]
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‡ With perfect channel knowledge at transmitters and receivers, outages do not occur. The channel, transmit and receive beams support the rate calculated based on perfect CSIT.
In this paper, we consider the following beam design problem

\[ \text{maximize } \sum_{k=1}^{K} \sum_{m=1}^{d} u_k^{(m)\top} R_k^{(m)} u_k^{(m)} |_{\mathcal{H}} \]

subject to

\[ \Pr\{ \log(1 + \text{SINR}_k^{(m)} |_{\mathcal{H}}) \leq R_k^{(m)} \} \leq \epsilon \]

\[ ||u_k^{(m)}|| = ||v_k^{(m)}|| = 1, \quad \forall k \in \mathcal{K}, \forall m. \]

Here the weighting coefficients \( \{w_k^{(m)}\} \) are nonnegative scalars. Note that the solution to the above problem is one of the points in \( \mathcal{R}_{\mathcal{K}}(\mathcal{H}) \) and further it is one of the Pareto optimal points of \( \mathcal{R}_{\mathcal{K}}(\mathcal{H}) \). Although there have been several works on the outage-rate region and beam design strategies to achieve a Pareto optimal point of the outage region in more tractable MISO interference channels [13], [14], there is not much available work in more complicated MIMO interference channels as we consider here. To do this we need to derive the probability distribution of outage in MIMO interference channels.

First, note that the outage event in (6) is equivalent to (8).

The SINR at each stream is a random variable due to the channel uncertainty. By rearranging terms in (8), the outage event can be expressed as a function of random variables as

\[ Y_k^{(m)} \triangleq \sum_{l \neq k} \sum_{n=1}^{d} X_k^{(mn)\top} H_k^{(mn)} X_k^{(mn)} + \sum_{m \neq n} X_{kk}^{(mn)\top} H_{kk}^{(mn)} X_{kk}^{(mn)} + X_{kk}^{(mm)\top} H_{kk}^{(mm)} X_{kk}^{(mm)} \geq \frac{||u_k^{(m)}||^2 H_{kk}^{(mm)} v_k^{(m)}||^2}{2 R_k^{(m)} - 1} - \sigma^2 =: y \]

where

\[ X_{kk}^{(mm)} \triangleq \begin{cases} (u_k^{(l)\top} H_{kk}^{(jl)\top} v_k^{(l)}), & l = k, n = m, \\ (u_k^{(m)\top} H_{kk}^{(ml)\top} v_k^{(m)}), & \text{otherwise.} \end{cases} \]

It can easily be shown that \( X_{kk}^{(mm)} \) is a complex Gaussian random variable with mean \( u_k^{(m)} H_{kk}^{(mm)} v_k^{(m)} \) (except \( \mathbb{E}[X_{kk}^{(mm)}] = 0 \)) and variance \( \sigma^2_k \). Hence the random variable \( Y_k^{(m)} \) is a general quadratic form of non-central Gaussian random variables. The computation of outage probability will be presented in the next section.

### III. Computation of Outage Probability

Let \( X \sim \mathcal{N}(\mu, R) \) and \( R = U\Lambda U^H \) be the eigen-decomposition of \( R \). Suppose \( \hat{X} \sim \mathcal{N}(0, I) \). Then,

\[ U \Lambda^\frac{1}{2} \left( \hat{X} + \Lambda^{-\frac{1}{2}} U^H \mu \right) = X. \]

Hence, the quadratic form of \( X \) is expressed with \( \hat{X} \) as

\[ X^H Q X = U \Lambda^\frac{1}{2} \left[ \hat{X} + \Lambda^{-\frac{1}{2}} U^H \mu \right]^H Q U \Lambda^\frac{1}{2} \left[ \hat{X} + \Lambda^{-\frac{1}{2}} U^H \mu \right] \]

\[ \left[ \Lambda^\frac{1}{2} U^H \right] \left[ \hat{X} + \Lambda^{-\frac{1}{2}} U^H \mu \right] \left[ \Lambda^\frac{1}{2} \right]^H = \left( \hat{X} + \mu \right)^H Q \left( X + \mu \right) = ||X + \mu||^2_Q. \]
The CDF of quadratic forms of Gaussian random variables has been studied before [15]-[17]. Especially, the CDF of (11) is given in [17] as
\[
\Pr \{ X^H Q X \leq y \} = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{\frac{jw(y+\beta)}{\sigma_h^2+\sigma_s^2\|q\|^2}} e^{-c} dw
\]
where \( c = q^H (I+\frac{1}{jw+\beta} Q)^{-1} q \) and \( \beta \geq 0 \). From now on, we will derive closed-form expressions of the outage probability for several important setups using similar techniques to [16]. We start with the case that perfect CSIT is available on the desired link whereas imperfect CSIT is available on the interfering links. Such a scenario is reasonable in inter-cell collaborating downlink cellular systems in which each basestation can learn the channel of the desired link by feedback from its serving terminal station and data exchange among basestations is limited.

**Theorem 1:** When perfect channel information on the desired link is available and \( d = 1 \), the probability of outage at user \( k \) is given by
\[
\Pr \{ \text{outage} \} = -\frac{1}{(\sigma_h^2)^{K-1}} e^{-\frac{\|q\|^2}{\sigma_h^2}} \prod_{n=K-2}^{K-1} \left( 1 + \frac{\|q\|^2}{\sigma_h^2} \right)^n
\]
where \( q \equiv \frac{1}{\sigma_h^2} \mathbb{E} \{ X_{kl} \} \}_{l \neq k} = \frac{1}{\sigma_h^2} [u_k^H \tilde{H}_{kk} v_k] \) and \( g(s) = e^{-s/\sigma_h^2} \). Here the superscript is omitted since it is always 1 in case of \( d = 1 \). The assumption of users’ having perfect information on the desired link implies that \( E_{kk} = 0 \) (i.e., \( \tilde{H}_{kk} = H_{kk} \)) for all \( k \), and thus \( X_{kk} \) is not a random variable in this case. From (9), the outage event at user \( k \) is written as
\[
Y_k = \sum_{l \neq k} X_{kl}^H X_{kl} \geq y.
\]

Let \( X_k \equiv [X_{kl}]_{l \neq k} \). Since the elements of \( X_k \) are mutually independent, the covariance matrix of \( X_k \) is \( \sigma_h^2 I_{K-1} \), i.e., \( R = \sigma_h^2 I = \Lambda \). From (14) \( Q = (I-K) \), and thus \( Q = \sigma_h^2 I \) from (11). Substituting these variables in (12) yields
\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} e^{\frac{jw(y+\beta)}{\sigma_h^2+\sigma_s^2\|q\|^2}} e^{-c} dw
\]
Let \( s = jw + \beta \) and \( C \) be a contour encircling the left half plane and the imaginary axis of the complex plane. Then, the integral is given by
\[
\frac{1}{2\pi j} \int_{\beta-j\infty}^{\beta+j\infty} e^{ys} \left( \frac{e^{\frac{-\|q\|^2}{\sigma_h^2}}}{1 + \frac{\|q\|^2}{\sigma_h^2}} \right) \frac{1}{(1 + \frac{\|q\|^2}{\sigma_h^2})^{K-1}} ds
\]
and
\[
F(s) = \frac{1}{2\pi j} \int_C F(s) ds.
\]

Here the definition of \( F(s) \) is clear, and \( F(s) \) has two singular points at \( s = 0 \) and \( -1/\sigma_s^2 \). From the residue theorem,
\[
\Pr \{ Y_k \leq y \} = \sum_{s=0,-1/\sigma_s^2} \text{Res} F(s) \quad \text{for} \quad y \geq 0.
\]

It is obvious that \( \text{Res} F(0) = 1 \). To compute \( \text{Res} s = -1/\sigma_s^2 F(s) \), we introduce \( G(s) \) such that
\[
G(s) = e^{-s/\sigma_h^2} e^{-\frac{1}{\sigma_s^2}s} (\sigma_h^2 \sigma_s^2)^{K-1} f(s)
\]
Thus, the residue of \( F(s) \) at \( s = -1/\sigma_s^2 \) is transformed to the residue of \( G(s) \) at \( s = 0 \). Taylor and Laurent series expansions of \( g(s) \) and \( f(s) \) at 0, respectively, are
\[
g(s) = \sum_{n=0}^{\infty} \frac{n!}{n!} g^{(n)}(0) s^n \quad \text{and} \quad f(s) = \sum_{n=0}^{\infty} \frac{n!}{n!} (\|q\|^2)^n
\]
Multiplying two series and computing the coefficient of \( 1/s \), we obtain the residue of \( G(s) \) at zero which is given by
\[
\text{Res} s = 0 G(s) = \frac{1}{(\sigma_h^2)^{K-1}} e^{-\frac{\|q\|^2}{\sigma_h^2}} \prod_{n=K-2}^{K-1} \left( 1 + \frac{\|q\|^2}{\sigma_h^2} \right)\]

Finally, \( \Pr \{ \text{outage} \} = 1 - \Pr \{ Y_k \leq y \} = 1 - (\text{Res} F(0) + \text{Res} G(0)) = -\text{Res} G(0) \).

Next we consider the case that we have imperfect CSIT for all channels including the desired link still with one data stream per user.

**Theorem 2:** When only imperfect CSIT is available for all channels and \( d = 1 \), the outage probability is given by
\[
\Pr \{ \text{outage} \} = -\frac{1}{(\sigma_h^2)^{K-1}} e^{-\frac{\|q\|^2}{\sigma_h^2}} \prod_{n=K-2}^{K-1} \left( 1 + \frac{\|q\|^2}{\sigma_h^2} \right)^n
\]

Let us redefine \( X_k := [X_{kl}]_{l \in K} \). Then, the outage event is expressed with a quadratic form as \( X_k^H X_k \geq \frac{\|q_k\|^2}{\sigma_h^2} \). Since the covariance matrix of \( X_k \) is \( \sigma_h^2 I_K \), we have \( Q = \sigma_h^2 I_K \) and \( q = \{q_k\}_{k \in K} = \mathbb{E} \{ X_k \} / \sigma_h \). Substituting \( Q \) and \( q \) in (12) and following a similar procedure to that in the proof
of Theorem 1, we have the closed-form expression (18) for the outage probability.

Now we consider the general case that all CSIT is imperfect and the number of data streams per user is arbitrary. The outage probability in this case is given by the following theorem.

Theorem 3: When \( d \geq 2 \), the outage probability is given by

\[
\Pr\{\text{outage}\} = -\sum_{i=1}^{Kd} e^{-\left(\frac{\|q_i\|^2}{\lambda_i}\right)} \sum_{n=0}^{\infty} \left(\frac{1}{n!}\right)^2 \left(\frac{\|q_i\|^2}{\lambda_i}\right)^n g_n(0),
\]

where \( q_k \) is the \( k \)-th element of \( q \) defined below in the proof, and

\[
g(s) = e^{ys} - \frac{\sum_{i \neq k} \nabla_i(s+1)(1-\lambda_i(s-1/\lambda_i))}{s-1/\lambda_i} \prod_{i \neq k} \lambda_i(s+1)(1-\lambda_i(s-1/\lambda_i)),
\]

where \( \lambda_i \) are the eigenvalues\(^4\) of \( R \) also defined below in the proof.

Proof: In this case, the outage event at stream \( m \) of user \( k \) is given in (9). Let \( X_k^{(m)} = [X_k^{(m)}], \ldots, X_k^{(m)}, \ldots, X_k^{(m)}]^T \). Then, the covariance matrix of \( X_k^{(m)} \) has a block-diagonal form as \( R = \sigma_k^2 \text{diag}(R_i)_{i \in K} \) where each block is given by

\[
R_i = \begin{bmatrix}
1 & (v_i^{(1)})^H v_i^{(1)} & \cdots & (v_i^{(d)})^H v_i^{(1)} \\
(v_i^{(1)})^H v_i^{(2)} & 1 & \cdots & (v_i^{(d)})^H v_i^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
(v_i^{(1)})^H v_i^{(d)} & (v_i^{(2)})^H v_i^{(d)} & \cdots & 1
\end{bmatrix}
\]

Let \( R = \Lambda U \Lambda U^H \) be the eigen-decomposition of \( R \). Then, \( Q = \Lambda^{1/2} U^H \bar{Q} \Lambda^{1/2}, q = \Lambda^{-1/2} U^H \bar{Q} X_k^{(m)} \), where \( Q = I_{Kd} \). Substituting \( Q \) and \( q \) in (12) and following a similar procedure to those in the previous proofs, we have the closed-form expression (20) for the outage probability.

IV. OUTAGE-CONSTRAINED BEAM DESIGN FOR MIMO INTERFERENCE CHANNELS

In this section, we propose an iterative beam design algorithm based on the closed-form expressions for the outage probability obtained in the previous section. Due to the structure of the problem, the simultaneous joint optimal design for both transmit and receive beam vectors is a hard problem, and thus we resort to an iterative approach to solve the weighted sum outage-rate maximization problem (5)-(7). In the proposed scheme, we initialize \( \{v_k^{(m)}\} \) and \( \{u_k^{(m)}\} \) properly, and then find optimal rate-tuple \( \{R_k^{(1)}, \cdots, R_k^{(d)}\} \) that maximizes the weighted sum for a given \( \epsilon, \bar{H} \), \( \{v_k^{(m)}\} \) and \( \{u_k^{(m)}\} \) while satisfying the outage constraint. Second, for the obtained rate-tuple and receive beam vectors \( \{u_k^{(m)}\} \) in the first step, we update the transmit beamforming vector \( v_k^{(m)} \) so that they minimize the maximum outage probability among all streams and receivers. Since one transmit beamforming vector affects the outage probability of other receivers, we iterate the procedure from the first stream of transmitter 1 to the last stream of transmitter \( K \) repeatedly until it converges. Next, the receive beam vectors \( \{u_k^{(m)}\} \) are determined to minimize the outage probability of stream \( m \) at receiver \( k \) with the obtained \( \{v_k^{(m)}\} \) and rate-tuple in the previous step similar to the previous step. Finally, with the updated transmit and receive beam vectors we recalculate the rate-tuple to maximize the sum rate satisfying the outage constraint. In this step, the outage probability for each stream is increased again up to the maximum allowed value. We iterate these steps until the sum outage-rate does not change. The proposed beam design algorithm is summarized in Table IV.

Algorithm: Weighted sum outage-rate maximization with channel uncertainty

Input: channel estimate \( \bar{H} \), weighting coefficients \( w_k^{(1)}, \cdots, w_k^{(d)} \), and allowed outage probability \( \epsilon \).

0. Initialize \( \{v_k^{(m)}\} \) as an arbitrary unit vector and \( \{u_k^{(m)}\} \) properly, e.g., as the whitened matched filter.

1. For given \( \{V_k\} \) and \( \{U_k\} \), find \( \{R_k^{(1)}, \cdots, R_k^{(d)}\} \) that maximizes \( \sum_{k=1}^{K} w_k^{(m)} R_k^{(m)} \) while the outage constraint is satisfied i.e., \( \{R_k^{(1)}, \cdots, R_k^{(d)}\} \in \mathcal{R}_c(V_k, U_k, \bar{H}). \)

2. For transmitter \( k \), obtain \( v_k^{(m)} \) that minimizes the maximum outage probability among all streams for given rate-tuple \( \{R_k^{(1)}, \cdots, R_k^{(d)}\} \) and \( \{U_k\} \).

Iterate step 2 from the first stream of transmitter 1 to the last stream of transmitter \( K \) until \( \{V_1, \cdots, V_K\} \) do not change.

3. For receiver 1 to \( K \), obtain the receive filter \( u_k^{(m)} \) that minimize the outage probability of stream \( m \) at receiver \( k \) for \( \{V_k\} \) given from step 2 and \( R_k^{(m)} \) from step 1.

4. Go to 1 and repeat until converges.

Theorem 4: The proposed beam design algorithm converges.

Proof: Let \( \{V_k[n]\} \) and \( \{U_k[n]\} \) be the input of the algorithm at the \( n \)-th iteration. In step 1 of the algorithm, a Pareto optimal point of \( \mathcal{R}_c(V_k[n], U_k[n], \bar{H}) \) is achieved with the outage constraint satisfied with equality, since \( \Pr\{\log(1 + \text{SINR}_k) \leq R_k^{(i)}\} = \epsilon \) for some \( R_k^{(i)} > R_k^{(i)} \) if \( \Pr\{\log(1 + \text{SINR}_k) \leq R_k^{(i)}\} < \epsilon \). In the second and third steps, the algorithm determines \( \{V_k[n+1]\} \) and \( \{U_k[n+1]\} \) that minimize the outage probability of the rate-tuple computed in step 1. The reduced outage probability at a given rate-tuple implies that \( \mathcal{R}_c(V_k[n], U_k[n], \bar{H}) \subset \mathcal{R}_c(V_k[n+1], U_k[n+1], H) \), i.e., the rate region expands; at the first step of the \( (n+1)\)-st iteration, an enhanced rate-tuple is obtained and the sum outage-rate increases monotonically. Since the outage rate is upper bounded by the interference-free capacity which is finite, the proposed beam design algorithm converges.) by the monotone convergence theorem.

The convergence of the algorithm does not guarantee that the proposed beam design algorithm achieves the optimal Pareto point of \( \mathcal{R}_c(\bar{H}) \) which is the global optimal, but the algorithm converges to a local optimal point at least.

\(^4\)In Theorem 3, we assume that \( \{\lambda_i\} \) are all distinct.
V. NUMERICAL RESULTS

To evaluate the performance of the proposed design method we considered the simple case of $K = 3$, $d = 1$ and perfect CSIT for the desired links. The elements of channel estimates $\hat{H}_{kl}$ were drawn from $N(0, 1)$ and the uncertainty $\Delta_{kl}$ with distribution $N(0, \sigma^2)$ was added to $H_{kl}$ to produce the true channel value. The IIA and max-SINR algorithms in [4] were adopted as the reference beam design. Although the two algorithms were originally proposed to design beam vectors with perfect channel information, we applied the two algorithms to design beam vectors by treating imperfect channel $H$ as true channel.

Fig. 1 shows the weighed sum outage-rate when $\sigma^2 = 0.05$, $w = [1, 1, 1]^T$, and several $\epsilon$. The $\epsilon$-outage data-rate of max-SINR and IIA algorithms is defined as the maximum data rate that can be achieved under the outage constraint of $\epsilon$ using the beams designed by the max-SINR and IIA algorithms. Note from Theorem 1 that the outage event at user $k$ occurs if

$$\sum_{l \neq k} x_{kl}^H x_{kl} \geq \frac{|u_{kl}^H \hat{H}_{kl} v_{kl}|^2}{2R_k - 1} - \sigma^2, \quad (22)$$

where $x_{kl} = u_{kl}^H (\hat{H}_{kl} + \Delta_{kl}) v_{kl}$. When $\{u_k\}$ and $\{v_k\}$ are given, the outage probability is determined from (13) as a function of the target rate $R_k$. Thus, for the beam vectors designed by the max-SINR and IIA algorithms, $\epsilon$-outage data-rate $R_k$ is easily obtained.

Fig. 1 shows the proposed method outperforms the other two methods in the outage-rate as expected, and the sum outage-rate increases as $\epsilon$ increases. The proposed method yields a sum outage-rate gain over the max-SINR algorithm of approximately 25%, and a larger gain is obtained over the IIA for the same outage probability. In the case of $\sigma^2 = 0.1$ a similar result was obtained with an approximately 30% sum-rate gain over the max-SINR algorithm.

VI. CONCLUSION

In this paper, we have considered the beam design problem for maximizing the weighted sum outage-rate in MIMO interference channels when transmitters and receivers have imperfect channel information. Closed-form expressions for the outage probability have been derived for several scenarios, and an iterative beam design algorithm for maximizing the weighted sum outage-rate has been proposed based on the derived outage-probability expression. Simulations show that the proposed algorithm yields a significant gain in the outage-rate compared with the previous beam design methods in MIMO interference channels which are suboptimal in the outage sense.
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